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Article

Many models of social judgment suggest that both categori-
cal (group-based) and individuating (person-based) informa-
tion influence our impressions of people. For example, 
knowing someone’s race along with their grades in school 
may interact to affect judgments of competence. Prominent 
dual-process models (Brewer, 1988; Fiske & Neuberg, 1990) 
highlight the primacy of group-based information in such 
situations, unless the perceiver is motivated to individuate 
the target or the target does not fit category-based expecta-
tions. Connectionist or parallel process models consider the 
ways in which the two types of information (and their facili-
tatory and inhibitory associates) mutually constrain each 
other’s meaning to affect the overall judgment (Kunda & 
Thagard, 1996).

These models address the question of when categorical 
versus individuating information dominates impressions and 
points to specific contexts that maximize the influence of one 
or the other. For example, outcome dependency and accuracy 
motives may increase the likelihood of using individuating 
information in judgment (Neuberg & Fiske, 1987), as may 
the presence of unambiguous individuating information 
(Locksley, Borgida, Brekke, & Hepburn, 1980). A meta-
analysis of studies that manipulated both categorical and 
individuating information found that, overall, individuating 
information carried more weight in judgment (Kunda & 
Thagard, 1996).

Our meta-analysis focuses on a different question: Given 
identical individuating information (e.g., strong academic 
credentials), how does a person’s category membership mod-
ify judgment? Qualifications may matter more than race in 
judging competence, but are highly qualified Blacks and 
Whites evaluated the same? Are poorly qualified Blacks and 
Whites judged equally incompetent? The research literature 
suggests answers of “no” to these kinds of questions: A 
member of one group may be judged more extremely than a 
member of another group, even given identical individuating 
information (e.g., Bettencourt, Dill, Greathouse, Charlton, & 
Mulholland, 1997; Jackson, Hymes, & Sullivan, 1987; 
Jussim, Coleman, & Lerch, 1987; Linville, 1982; Marques & 
Yzerbyt, 1988).
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Abstract
A meta-analysis that included more than 1,100 effect sizes tested the predictions of three theoretical perspectives that 
explain evaluative extremity in social judgment: complexity-extremity theory, subjective group dynamics model, and 
expectancy-violation theory. The work seeks to understand the ways in which group-based information interacts with 
person-based information to influence extremity in evaluations. Together, these three theories point to the valence of 
person-based information, group membership of the evaluated targets relative to the evaluator, status of the evaluators’ 
ingroup, norm consistency of the person-based information, and incongruency of person-based information with stereotype-
based expectations as moderators. Considerable support, but some limiting conditions, were found for each theoretical 
perspective. Implications of the results are discussed.
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Three theories have guided research on this type of evalu-
ative extremity, and each predicts a different pattern as well 
as different moderators and mediators of extremity effects. 
These perspectives are complexity-extremity theory (e.g., 
Linville, 1982; Linville & Jones, 1980), the subjective group 
dynamics model (e.g., Marques, Abrams, Paez, & Martinez-
Taboada, 1998; Marques & Yzerbyt, 1988; Marques, 
Yzerbyt, & Leyens, 1988), and expectancy-violation theory 
(e.g., Bettencourt et al., 1997; Jussim et al., 1987). A number 
of researchers have considered these theories in concert to 
understand patterns of evaluative extremity (e.g., Bettencourt 
et al., 1997; Jackson et al., 1987; Jackson, Sullivan, & Hodge, 
1993; Jussim et al., 1987; Marques, Robalo, & Rocha, 1992), 
but these were single-lab investigations. Other meta-analysts 
have examined contextual moderators of the effects of social 
categories on judgment, but these have typically focused on 
only one social category (e.g., only gender), only one evalu-
ative dimension, and have not been guided by theories of 
evaluative extremity (e.g., Dean, Roth, & Bobko, 2008; 
Eagly, Makhijani, & Klonsky, 1992; Finkelstein, Burke, & 
Raju, 1995; J. K. Ford, Kraiger, & Schechtman, 1986; Kite, 
Stockdale, Whitley, & Johnson, 2005; Roth, Huffcutt, & 
Bobko, 2003; Sackett & DuBois, 1991; Swim, Borgida, 
Maruyama, & Myers, 1989).

In our work, we consider these three theories in the con-
text of the broader extant literature on impression formation, 
including studies of many social groups and a variety of 
evaluative dimensions. The purpose of our meta-analysis is 
to consider the theoretical perspectives of complexity-
extremity, subjective group dynamics, and expectancy viola-
tion, examining the conditions under which each theory’s 
hypotheses are supported in the broader social judgment lit-
erature. Focusing on theoretically based moderators, we 
direct our attention toward the ways in which a person’s 
group membership combines with personal information to 
produce evaluative extremity. We do not compare the effects 
of group-based and person-based information on judgment 
(cf. Kunda & Thagard, 1996) or assess the overall direction 
of group bias (see Dean et al., 2008; Eagly et al., 1992; 
Finkelstein et al., 1995; J. K. Ford et al., 1986; Swim et al., 
1989). Instead, we ask when identical person-based informa-
tion is evaluated differently depending on the target’s group 
membership.

Understanding evaluative extremity is an important goal, 
because it moves the field beyond either/or thinking about 
sources of impression formation. There is little doubt that 
group-based information and person-based information both 
matter for social judgment. But it is not the case that high 
status or positively stereotyped targets are always evaluated 
more favorably than low status or negatively stereotyped tar-
gets, nor is it the case that person-based information always 
overrides the effects of stereotypes (cf. F. J. Landy, 2008). 
Instead, social judgment is complex: Valence and other prop-
erties of person-based information may matter differently 
depending on group-based information. By examining the 

conditions under which group- and person-based informa-
tion interact to affect judgment—leading to evaluative 
extremity for some targets—we can better understand when 
bias will emerge and when it will not.

The three theoretical perspectives that guide our meta-
analysis suggest that the pattern of evaluative extremity that 
emerges will depend on whether the target shares group 
membership with the evaluator, whether the target’s actions 
are positively or negatively valenced, whether the target vio-
lates ingroup norms, and whether the target violates stereo-
type-based expectations. In what follows, we describe the 
predicted effect of these variables in the context of the three 
theoretical perspectives.

Complexity-Extremity Theory
Complexity-extremity theory predicts more extreme evalua-
tions of outgroup than ingroup targets and posits relative 
cognitive complexity as the mechanism responsible for this 
effect (Linville, 1982; Linville & Jones, 1980).1 From this 
perspective, group membership of the target relative to the 
evaluator is important because of the assumption that peo-
ple’s cognitive representations of ingroups tend to be more 
complex than their representations of outgroups. Linville 
(1982) theorized that, because of this low complexity for 
outgroups, each new “bit” of individuating information car-
ries more weight, pushing evaluations in the direction of the 
information. As such, the direction of judgmental extremity 
depends on the valence of the person-based information: 
“Positive information leads to more favorable ratings of an 
outgroup than an ingroup; negative information, however, 
leads to less favorable ratings of an outgroup member” 
(Linville, 1982, p. 193).

Several studies have demonstrated this judgmental pat-
tern. For example, Linville and Jones (1980) found that 
White participants judged a high-quality Black law school 
applicant more favorably than an identical White law school 
applicant, but judged a low-quality Black law school appli-
cant less favorably than an equivalent White law school 
applicant. Likewise, Hart and Morry (1997) found that Black 
confederates who delivered a speech with persuasive non-
verbal behaviors (e.g., eye contact, frequent gesturing) were 
evaluated more positively by White judges than White con-
federates who acted similarly. By contrast, when Black con-
federates with nonpersuasive nonverbal behaviors (e.g., gaze 
aversion, pauses, fillers) delivered a speech, they were 
judged less favorably than their White counterparts.

In a test of whether the complexity of cognitive represen-
tations explained evaluative polarization, Linville (1982) 
asked college-aged men to read vignettes about either two 
college-aged men or two older men. For each pair of targets, 
person-based information about one man was positive and 
the other was negative. This within-subjects design allowed 
for a calculation of the magnitude of evaluative polarization. 
The results showed that the difference in evaluations between 
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the positive and negative targets was larger for the outgroup 
(older men) than for the ingroup (younger men) and that par-
ticipants’ level of cognitive complexity for the outgroup was 
negatively correlated with evaluative polarization, suggest-
ing that limited complexity explains judgmental extremity.2

Although Linville (1982) initially predicted that people’s 
cognitive representations for ingroups should be more com-
plex than those for outgroups, Linville, Fischer, and Salovey 
(1989) found that male and female college students had simi-
larly complex cognitive representations for their gender 
ingroup and outgroup (also see Linville, Fischer, & Yoon, 
1996). In a similar vein, Fiske (1993) suggested that, com-
pared with members of high status groups, members of low 
status groups have relatively complex cognitive representa-
tions for their respective high status outgroups. Based on 
Linville et al.’s and Fiske’s perspectives, our meta-analysis 
takes into account (a) whether outgroups were defined by 
gender or by other group categories for which evaluators are 
known to have low cognitive complexity (e.g., race, nation-
ality, age; Linville et al., 1989) and (b) whether the perceiv-
ers were members of high status groups (i.e., expected lower 
cognitive complexity) or low status groups (i.e., expected 
higher cognitive complexity).

To test complexity-extremity theory meta-analytically, we 
calculated an effect size that compared the evaluation of an 
ingroup target with that of an outgroup target, while keeping 
the valence of person-based information (i.e., positive, nega-
tive, or neutral) constant. We analyzed the effect sizes using 
target valence, type of group perceiver (i.e., expected low or 
high complexity for outgroup), and status of perceiver (i.e., 
high or low status) as moderators. Consistent with Linville 
(1982), we expected evaluators’ judgments of outgroup tar-
gets to be more extreme in the direction of the valence of the 
information, but only when evaluators were expected to have 
limited cognitive complexity for their outgroups (Linville  
et al., 1989).

Black Sheep Effect and the Theory of 
Subjective Group Dynamics
In contrast to complexity-extremity theory, the black sheep 
effect predicts extremity in the evaluation of ingroup targets 
relative to outgroup targets and emphasizes group-protective 
motivation as the mechanism (e.g., Biernat, Vescio, & 
Billings, 1999; Marques et al., 1992; Marques & Yzerbyt, 
1988; Marques et al., 1988). That is, the black sheep effect is 
a pattern of judgment in which positively depicted ingroup 
targets are judged more favorably than similar outgroup tar-
gets, but negatively depicted ingroup targets (i.e., “black 
sheep”) are judged less favorably than similar outgroup 
targets.

The explanation for this evaluative pattern is predicated 
upon social identity theory’s (Tajfel, 1982; Tajfel & Turner, 
1986; Turner, 1975) emphasis on ingroup favoritism as a 
means of preserving positive differentiation between one’s 

ingroup relative to an outgroup. Unfavorable ingroup mem-
bers threaten the ingroup’s claim to be positive and distinct 
from the outgroup, and their devaluation is thought to be a 
form of symbolic exclusion that attempts to reestablish the 
positivity of the ingroup (Eidelman, Silvia, & Biernat, 2006; 
Marques & Paez, 1994). Favoritism toward positive ingroup 
relative to outgroup targets is a more direct form of ingroup 
favoritism. From the point of view of an evaluator, a posi-
tively valenced target behaves in ways that are consistent 
with ingroup standards, whereas a negatively valenced target 
violates ingroup standards (Marques et al., 1988). Providing 
early support for the black sheep effect, Marques et al. (1988) 
found that Belgian students judged “likeable” Belgian stu-
dents more positively than “likeable” North African students, 
and the reverse was observed when the students were 
“unlikable.”

This idea of upholding ingroup standards was extended 
and refined in the subjective group dynamics model (Abrams, 
Marques, Brown, & Henson, 2000; Marques et al., 1998), 
which proposes that perceivers are motivated to differentiate 
the ingroup from the outgroup (i.e., category differentiation) 
as well as maintain support for ingroup norms (i.e., norma-
tive differentiation). Marques et al. (1998) manipulated par-
ticipants’ category membership by assigning them to a group, 
ostensibly based on a ranking task. Participants were then 
asked to evaluate ingroup targets that violated or did not vio-
late ingroup norms. Consistent with the subjective group 
dynamics model, norm-consistent ingroup targets were eval-
uated more favorably than norm-violating ingroup targets. 
These findings suggest that positive social identity is particu-
larly threatened when an ingroup member undermines group-
based norms, resulting in derogation of this deviant. Ingroup 
members who undermine “generic” norms (norms applying 
to ingroups and outgroups) are also derogated. In this case, 
deviation from a norm undermines the ingroup’s unique 
claim to do what is right.

To test predictions of this perspective, we used the 
ingroup–outgroup effect sizes, described previously 
(ingroup–outgroup evaluative differences at each level of 
person-based information). The analyses included studies in 
which person-based information could be coded as negative, 
positive, or neutral, and orthogonally coded as norm-consis-
tent or norm-violating, thereby providing the opportunity to 
separate the effects of valence and norm consistency of per-
son-based information. Based on the subjective group 
dynamics model, we expected ingroup targets to be evalu-
ated more negatively than outgroup targets when person-
based information was negative and violated ingroup norms. 
Positive norm violations are also deviant, but support the 
ingroup by underscoring its relative validity (Abrams et al., 
2000). Extrapolating from this idea, we predicted that 
ingroup members who violated a norm in the positive direc-
tion would be evaluated more positively than the outgroup 
counterparts. In the absence of norm violation, we expected 
ingroup targets to be evaluated more favorably than outgroup 
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targets when person-based information was positive or neu-
tral (a direct manifestation of ingroup favoritism) and less 
favorably when person-based information was negative (an 
indirect form of ingroup favoritism; that is, the black sheep 
effect). Based on the theory, when person-based information 
was neutral but otherwise violated norms, we expected that 
ingroup members would be evaluated more negatively than 
outgroup targets.

Expectancy-Violation Theory
Expectancy-violation theory (e.g., Bettencourt et al., 1997; 
Jussim et al., 1987) does not emphasize the evaluator’s group 
membership vis-à-vis the target’s group membership. 
Instead, it predicts that extremity in target evaluations is 
influenced by the interaction between preexisting stereo-
typed expectations about a target’s group and personal infor-
mation about the target. The theory suggests that individuals 
will be evaluated more extremely when their information 
violates stereotyped expectations for their salient groups 
(e.g., Bettencourt et al., 1997; Jussim et al., 1987; Jussim, 
Fleming, Coleman, & Kohberger, 1996; Kernahan, 
Bartholow, & Bettencourt, 2000) and that the valence of the 
information determines the direction of the evaluative 
extremity. This pattern of outcomes is expected, regardless 
of whether or not the evaluator shares group membership 
with the target. These predictions are based on the assump-
tion that stereotype violations are surprising (see Olson, 
Roese, & Zanna, 1996), garnering more attention from the 
evaluator, and that the affect associated with the information 
valence drives evaluative extremity.

Supporting expectancy-violation theory, Jussim et al. 
(1987) found that White participants evaluated Black job 
applicants who appeared skillful (in the manner of speech 
and dress) more favorably than otherwise identical White job 
applicants, whereas participants evaluated White job appli-
cants who appeared unskillful more negatively than other-
wise identical Black job applicants. Using an identical study 
design but including Black participants, Coleman, Jussim, 
and Kelley (1995) found similar patterns of evaluative 
extremity toward expectancy-violating Black targets and 
White targets, suggesting that the group membership of the 
evaluator does not modify the effects.

Tests of this theory include targets from high and low sta-
tus groups and vary the valence of person-based information 
in ways that violate stereotypes for one of these groups. To 
examine the predictions of expectancy-violation theory, we 
calculated an effect size that compared evaluations of high 
status and low status targets, while maintaining person-based 
information constant. We analyzed these effect sizes using 
target valence and stereotype incongruency (incongruent or 
congruent) as moderators. Following expectancy-violation 
theory, we expected more extreme positive evaluations of 
targets whose positive person-based information violated 
group-based stereotypes, relative to positive targets whose 

information did not violate group-based stereotypes. Also, 
we expected more extreme negative evaluations of targets 
whose negative person-based information violated group-
based stereotypes, relative to negative targets whose infor-
mation did not.

The Current Meta-Analysis
Our meta-analysis incorporates the broader impression for-
mation literature, with the goal of testing theoretical predic-
tions about when and how group-based and person-based 
information interact to produce evaluative extremity. To test 
the relevant three theoretical frameworks, we calculated two 
types of primary effect sizes; each used the social category of 
the target as a basis of the effect size, while holding person-
based information constant. One compared evaluations of 
ingroup targets with evaluations of outgroup targets (i.e., 
ingroup–outgroup effect size), and the other compared eval-
uations of high status targets with evaluations of low status 
targets (i.e., high status–low status effect size). Also, we 
coded studies for theoretically relevant moderators: the 
valence of person-based information, the status of the evalu-
ators’ ingroup (high or low status), the norm consistency of 
the person-based information, and stereotype incongruence 
of the person-based information. We examined whether the 
meta-analytic data supported each theoretical model by ana-
lyzing the relevant type of effect size and the theoretically 
specified moderators. Our intent was not to pronounce which 
theory would be revealed as the best; rather, our goal was to 
focus on the broader literature to examine the conditions 
under which the predictions derived from each would be 
supported.

Method

Sample of Studies
We sought studies in which participants evaluated individual 
targets whose group-based and/or person-based information 
was manipulated. We used several strategies to locate rele-
vant studies published prior to and including the year 2009. 
First, computer literature searches were conducted using the 
PsycINFO database. In addition to key terminology from 
each theory (e.g., “complexity-extremity,” “black sheep,” 
“subjective group dynamics,” “expectancy violation”), the 
following keywords, in various combinations, were used for 
all searches: person perception, person impression, social 
perception, impression formation, race, race and ethnic dis-
crimination, racial and ethnic attitudes, racial and ethnic 
differences, sex-role attitudes, gender, status, stigma, stereo-
typed attitudes, stereotyped behavior, stereotypes, ingroup–
outgroup, and evaluation. This search yielded more than 
9,000 abstracts.

Two of the authors read each abstract to determine whether 
the study was eligible for inclusion. When uncertain, a third 
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author independently examined the abstract. If still uncer-
tain, the report was obtained and a final determination was 
made. Also, the reference sections of relevant reviews of the 
impression formation literature were scanned to identify 
additional eligible reports, as were the reference sections of 
all articles in the present meta-analysis. Finally, we contacted 
all researchers who had at least two reports in the meta-anal-
ysis to request relevant published and unpublished reports. 
Through these procedures, 755 reports were identified as 
likely eligible, and each was thoroughly examined to deter-
mine whether it met our full inclusion criteria. In total, 167 
eligible reports met the criteria, yielding 201 separate studies 
and 1,153 effect sizes. The number of studies and effect sizes 
included in the present meta-analysis exceeds the average 
number of studies (M = 72, median = 64, range = 24-167) 
and the average number of effect sizes (M = 188, median = 
124, range = 50-476) included in meta-analyses published in 
Personality and Social Psychology Review during the years 
2010 to 2013.

We used the random effects method because it assumes 
that the results are reflective of the “random sample of the 
relevant distribution of effects” (i.e., available in studies) but 
not reflective of the entire population of possible studies 
(Borenstein, Hedges, & Rothstein, 2007, p. 86). Although 
the number of studies included in the present meta-analysis 
is quite large, we make no claim that the results go beyond 
the assumptions of the random effects model. This method is 
preferred over the fixed effect method and typically provides 
a more conservative estimate of significance (Borenstein et 
al., 2007).

Inclusion Criteria
Studies were included if the target of evaluation was an indi-
vidual (evaluations of groups as a whole were not included). 
Information provided about the target had to include a cue 
that made salient both a social category and person-based 
information. We included a wide array of social categories, 
including race, ethnicity, gender, sexual orientation, socio-
economic status, disability status, occupation, university 
affiliation, political party, college major, and experimentally 
created groups. The types of person-based information were 
equally varied and inclusive, and included resumes, job per-
formance, school applications, court records, and trait list-
ings. It should be noted that, in some cases, seemingly 
group-based information could be considered person-based 
information. A key determinate of when a feature will repre-
sent person-versus group-based information is context (e.g., 
McGuire, McGuire, Child, & Fujioka, 1978; Turner, Oakes, 
Haslam, & McGarty, 1994). For the purposes of the present 
meta-analysis, if additional information was presented to 
participants that could be defined as person-based informa-
tion, such as college performance, then a category that could 
be relevant to the current meta-analysis (ingroup vs. out-
group or high status vs. low status) was considered the group 

category and the additional information (poor performing 
student) was considered person-based (i.e., the categories 
were determined by the context). It should be noted, too, 
that some studies included two category distinctions, such 
that targets could be described as, for example, Black and 
male, White and male, Black and female, or White and 
female. In this case, two separate effect sizes were calcu-
lated, one that compared Black versus White targets and a 
second that compared female versus male targets. Of course, 
calculating more than one effect size from a single study 
creates problems with dependency among effect sizes. As 
will be described in the analyses section, we used hierarchi-
cal linear modeling (HLM) to account for within-study 
dependence.

All reports included in the meta-analysis were in English, 
but there were no restrictions with respect to the country in 
which the study was conducted. All studies were experi-
ments in the sense that they either manipulated both group-
based and person-based information or manipulated only one 
type of information, while maintaining the other constant. 
Both field and laboratory studies were included. Participants 
included children of at least grade/primary school age, high 
school students, college or university students, and adults 
from the community at large.

Because our focus was on person evaluation, we limited 
effect sizes to those that were measures of social attraction, 
likability, affective evaluations, global evaluations, compos-
ite or single-item trait evaluations (i.e., trustworthiness, 
aggressiveness, competence, etc.), or composites of traits. 
We excluded idiosyncratic measures that could not be cate-
gorized within these types of evaluative measures (e.g., clini-
cal psychologists evaluating the mental health of a 
hypothetical target).

Any single study could contribute more than one evalua-
tive measure. As recommended by Cooper (1989), if a study 
reported results for separate samples of participants, the sam-
ples contributed separate effect sizes. A very small percent-
age (less than 3%) of studies included additional conditions, 
such as manipulations of mood, accuracy, power, and inter-
dependence—all of which have been shown to affect judg-
mental bias in the impression formation literature (e.g., 
Biernat et al., 1999; R. W. Doherty, 1998; Rudman & 
Fairchild, 2004). This small number prevented us from 
examining whether they moderated the effects of the theo-
retically relevant moderators. For studies that included these 
variables, we retained the conditions that did not use these 
inductions. One experimental condition known to influence 
evaluative outcomes was retained because of its importance 
for testing the subjective group dynamics model. Specifically, 
ingroup norm violation conditions are designed to moderate 
the influence of the effect of group membership on target 
judgments. For this condition (i.e., ingroup norm violation 
condition), effect sizes were calculated, but they were intro-
duced into the meta-analysis only when the subjective group 
dynamics theory was tested.
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Variables Retrieved and Coded
All data were independently retrieved by trained coders. 
Methods for coding attributes of studies and extracting effect 
sizes were formulated through discussion among the authors. 
A subset of the eligible reports (25%) were then coded, dur-
ing which issues were discussed thoroughly and further 
adjustments were made to the coding strategy as part of the 
coder training process. There was a strong agreement among 
the coders (average %agreement = 95%; range = 82%-
100%). Following this training process, coders continued to 
meet regularly with the first author to discuss any questions 
and resolve discrepancies.

Attributes of group- and person-based information were 
coded for each effect size. For group-based information, we 
recorded the social groups compared (i.e., Black and White, 
female and male, etc.), the social category of the evaluator 
(i.e., Black, male, etc.), and the status of the targets’ ingroup 
(i.e., high status, low status, no status difference; for exam-
ple, if the two groups examined in a study were Blacks and 
Whites and the context was the United States, Black targets’ 
ingroup was the low status group and White targets’ ingroup 
was the high status group). We also coded the status of the 
evaluators’ ingroup (i.e., low status, high status, no status 
difference).

For person-based information, we coded the valence of 
person-based information (i.e., positive, negative, unva-
lenced/neutral; for example, if person-based information 
indicated that a job applicant was skillful, it was coded as 
positive; an unskilled job applicant was coded as negative). 
The unvalenced category subsumed person-based informa-
tion that was neither clearly positive nor clearly negative, 
including person-based information that was unvalenced or 
neutral (e.g., a student liked or disliked science), ambiguous 
(e.g., advice about seeking learning assistance that could be 
either construed as helpful or critical), and mixed (e.g., job 
applicants with above average skills and no work experi-
ence). We also coded the incongruence of person-based 
information (i.e., incongruent with the low status group, 
incongruent with high status group, incongruent with nei-
ther). Finally, we coded whether the study that provided the 
effect size specifically included a norm violation manipula-
tion, and separately, whether the targets’ person-based infor-
mation violated a group norm (i.e., violation of general norm, 
violation of ingroup norm, not norm violating).3

Effect Size Calculation
Relevant to complexity-extremity and subjective group 
dynamics perspectives, we calculated an effect size that com-
pared an evaluation of an ingroup target with that of an out-
group target. It was calculated using a mean evaluation of 
ingroup target minus a mean evaluation of an outgroup target 
while holding person-based information constant (i.e., ingroup–
outgroup effect size). Relevant to expectancy-violation theory, 
we calculated an effect size that compared an evaluation of a 

high status target with that of a low status target: the mean 
evaluation of a high status target minus a mean evaluation of 
a low status target, while holding person-based information 
constant (i.e., high status–low status effect size).

The effect-size metric used in this report is the d index 
(Hedges, 1981; Hedges & Olkin, 1985). The d index is the 
difference between two group means, standardized by the 
pooled standard deviation, and it corrects for the fact that the 
g statistic (J. Cohen, 1988) overestimates the population 
effect size, especially for small sample sizes (Hedges & 
Olkin, 1985). Eligible studies contained sufficient statistical 
information (e.g., cell means and standard deviations, F 
ratios, t statistics) to calculate an effect size. The relevant 
means for the dependent variables of interest from each study 
were retrieved and the respective standard deviations were 
recorded. If standard deviations were not available, a pooled 
error term was estimated from inferential statistics (Cooper, 
1998; R. Rosenthal, 1991). When the dependent variables 
were frequencies or proportions, appropriate formulas were 
used to calculate the effect size from resulting contingency 
tables. When means were drawn from a within-subjects 
design (e.g., the same participant made judgments about 
intelligence for a male and a female), a between-condition 
correlation for the dependent variable of .5 was introduced 
for the calculation of d and its variance, v

d
 (see Morris & 

DeShon, 2002; also Lipsey & Wilson, 2001, for general dis-
cussion on calculation of effect sizes). The correlation of .5 
was chosen based on research that allowed an examination of 
the likely correlation between dependent variables from 
within-subjects designs (e.g., Eidelman et al., 2006), and is 
consistent with the recommendations of Morris and DeShon 
(2002).

Analyses
Utilizing HLM 6.0 (Raudenbush, Bryk, & Congdon, 2000), 
multilevel models (MLMs) were used to examine the meta-
analytic hypotheses (Kalaian & Raudenbush, 1996). While 
relatively few meta-analyses have employed this technique 
(e.g., Dickerson & Kemeny, 2004; Lopez-Duran, Kovacs, & 
George, 2009; Nowak & Heinrichs, 2008; Schneider et al., 
2010), mixed-effects models offer several advantages. First, 
the model incorporates both fixed effects coefficients that 
can be used to estimate effect sizes given the effects of 
included moderators, and random effects coefficients, with 
associated significance tests, thus allowing the results to be 
generalized to a population of studies in contrast to being 
restricted to the studies included in our meta-analysis. 
Second, the model accounts for the hierarchical structure of 
our data described in a subsequent paragraph, thus allowing 
each study to contribute multiple effect sizes while account-
ing for the dependencies in the data. Third, the model allows 
for inclusion of moderators at the appropriate “level” of 
analysis. In calculating the population effect sizes, each 
individual effect size was weighted by the inverse of its 
variance.
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Because the presence of extreme values in a dataset seri-
ously distorts the outcomes of analyses (Tabachnick & 
Fidell, 2007; Wilcox, 1995), including meta-analyses (see 
Bettencourt & Miller, 1996, for discussion), the distributions 
of the high status–low status and ingroup–outgroup effect 
sizes were examined separately and separately for between-
subjects and within-subjects designs. Effect size outliers 
were identified following the technique recommended by 
Hedges and Olkin (1985). Outlying effect sizes were defined 
as those with standardized residuals that were 3.5 SD above 
or below a mean effect size, with that effect size being 
excluded.4 Given that the analyses included a relatively large 
number of effect sizes, we chose 3.5 SD (instead of the more 
typically adopted 3.0) in an effort to be more conservative in 
the identification of outliers. Among ingroup–outgroup 
effect sizes used for the test of complexity-extremity hypoth-
eses, 2.2% were identified as outliers, and 1.2% of the posi-
tive–negative effect sizes were identified as outliers. Among 
ingroup–outgroup effect sizes used for tests of subjective 
group dynamics, 2.4% were identified as outliers. Finally, 
2.3% of the high status–low status effect sizes for tests of 
expectancy violation were identified as outliers. Outlying 
values in a distribution may be either excluded or modified 
(Tabachnick & Fidell, 2007). To retain all of the effect sizes 
in the analyses, we modified the outlying effect sizes to the 
value of the next nonoutlying effect size, plus or minus 0.01 
depending on whether the effect size was positive or nega-
tive, separately for between-subjects and within-subjects 
studies for each type of effect size.

Due to the complex nature of our dataset, three-level 
models using full maximum likelihood as the method of esti-
mation were used to simultaneously account for (Level 1) 
sample variance associated with each effect size, (Level 2) 
variance within studies due to the type of measure and type 
of evaluative target, and (Level 3) variance between studies.5 
Sample variance for each individual effect size was a known 
value (v

d
), the inverse of which was used to weight the effect 

sizes at Level 1 of the model.
Given that all moderators in our analyses were categorical 

(e.g., person-based information was either positive, negative, 
or neutral), the HLM model utilized contrast codes to exam-
ine hypotheses associated with each theory and to estimate 
cell-specific mean effect sizes. Specifically, (a) we defined 
contrasts to examine theoretically meaningful main effects 
and interactions of the moderators on the population effect 
sizes and (b) we used the fixed effects coefficients associated 
with the contrasts in each model to calculate a mean effect 
size for each “cell” defined by the categorical variables in the 
analysis. We used general linear hypothesis tests and result-
ing Wald’s test statistics within HLM to examine whether the 
cell-specific mean effect sizes were significantly greater than 
0. Given the unbalanced cells associated with the assignment 
of contrast coefficients, the resulting model intercept is inter-
preted as the unweighted sample mean (i.e., the mean of all 
the cell means) in contrast to the grand mean (the mean of all 
the effect sizes).

As previously stated, we included three levels in the HLM 
model—mean effect sizes (Level 1) are nested within types 
of measures and types of comparisons (e.g., norm consistent 
vs. norm violating, Level 2), which are nested within the 
studies (Level 3). The intercept in each model (π

0
) is inter-

preted as the population effect size. Level 1 of the model 
takes the following general form:

d ijkijk 0 1 2 3= + A + B + A B + eπ π π π × ,

where π
1
 and π

2
 are differences in mean effect sizes defined 

by the contrasted levels of the relevant moderators, and π
3
 

indicates whether there is a significant interaction between 
the moderators.

For tests of the complexity-extremity hypothesis, we 
included cross-level interactions with a contrast-coded Level 
2 variable indicating whether the effect size was for a com-
parison between males and females or other groups. Thus, 
Level 2 of the model took the following form:

π β β0 00 01 0= + L2Variable + r jk ,

π β β1 10 11= + L2Variable,

π β β2 20 21= + L2Variable,

π  β β3 30 31= + L2Variable.

β
.0
 (where “.” = 0, 1, 2, or 3) is the mean value for each 

Level 1 coefficient, and β
.1
 indicates whether there is a sig-

nificant effect of the Level 2 variable, as defined by the con-
trast codes, on the respective Level 1 coefficient. The 
inclusion of the Level 2 random effect, r0jk, on the Level 1 
intercept indicates that there may be additional within-study 
variance in the mean effect size that is not accounted for by 
the Level 2 predictor in the model.

Level 3 of the model represents the between-study level. 
While there were no between-study moderators included in 
our substantive analyses, random effects are included on the 
intercept. Note that the complex error term that represents 
the sources of unexplained variance in effect sizes in the cur-
rent model (e

ijk
 + r

0jk
 + U

00k
) may be considered an expansion 

of the error term in a random effects model (sample variance 
+ between-studies variance).

Results

Complexity-Extremity Theory
To test complexity-extremity theory, we used the effect 
sizes that subtracted an evaluation of an outgroup target 
from that of an ingroup target (ingroup–outgroup effect 
sizes).

 at Texas A&M University - Medical Sciences Library on March 20, 2015psr.sagepub.comDownloaded from 



8 Personality and Social Psychology Review 

To examine the possibility of publication bias, we plotted 
the effect sizes against the inverse of the effect size variance 
to examine their distribution. As shown in Figure 1, the fun-
nel plot indicates that effect sizes associated with larger 
inverse variances (i.e., indicators of sample size) tend to 
cluster around the center of the distribution. The symmetrical 
shape of the plot suggests little cause for concern regarding 
publication bias.

Based on the complexity-extremity theory, we examined 
the moderating influences of the evaluator’s group member-
ship (high vs. low status or male vs. female) and the valence 
of person-based information (positive, negative, neutral) on 
these ingroup–outgroup effect sizes. To test the hypotheses, 
389 effect sizes from 98 studies were included in a three-
level MLM.

Following complexity-extremity theory, it was predicted 
that high status perceivers with limited cognitive complexity 
(i.e., high status groups not defined by gender) would evalu-
ate outgroup targets more favorably than ingroup targets 
when information was positive but less favorably when 
information was negative. That is, it was expected that these 
evaluations of outgroup targets would be more extreme, in 
the direction of information valence. We did not expect this 
pattern of outgroup polarization among low status evalua-
tors, because theoretically (Fiske, 1993), they should have 

relatively complex cognitive representations of their high 
status outgroups.

We specified a contrast to examine whether there was a 
significant difference between effect sizes for positively (.5) 
and negatively (−.5) valenced individuating information 
(unvalenced information was coded as 0). We specified a 
separate contrast to examine whether the effect size for unva-
lenced individuating information (.67) was significantly dif-
ferent from positively and negatively valenced individuating 
information (−.33). We also included contrasts to examine 
whether the effect sizes were significantly different when the 
perceiver was from the high status group (.5) versus the low 
status group (−.5). Finally, to examine whether the effect of 
valence was influenced by group membership of the per-
ceiver, we included interaction between the positive–nega-
tive contrasts and the high versus low status contrasts, as 
well as interactions between the valenced versus unvalenced 
and the high versus low contrasts. We included the type of 
groups used as stimuli as a within-study (Level 2) moderator 
of the effect size moderator (i.e., the Level 1 effects).

The MLM results are presented in Table 1. The intercept 
indicated that the mean effect size across all conditions (d

+
 = 

0.04) was not significantly different from 0, t(97) = 0.70, ns. 
There was a significant difference between positively and 
negatively valenced effect sizes, γ

100
 = .18, t(151) = 2.99, p < 

Figure 1. Funnel plots showing the ingroup–outgroup effect sizes as a function of the inverse of the variance for the effect sizes used to 
test complexity-extremity theory.
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.01, and a significant difference between high status and low 
status effect sizes, γ

300
 = −.15, t(151) = −2.76, p < .01. A 

significant coefficient for the relevant interaction term, γ
400

 = 
−.59, t(151) = −5.01, p < .001, indicated that the differences 
between positively and negatively valenced effect sizes were 
qualified by whether the perceiver was from the high status 
or low status group. The interaction was further qualified by 
whether the study was comparing males and females or not, 
γ

410
 = 1.00, t(151) = 4.27, p < .001. Finally, there was a mar-

ginally significant valenced versus unvalenced information 
by high status versus low status perceiver interaction, γ

500
 = 

.20, t(151) = 1.97, p = .05, which was further qualified by 
whether the study was comparing males and females or not, 
γ

510
 = −.46, t(151) = −2.28, p < .05. After accounting for the 

male–female versus other group comparison, the random 
effects indicate that there was a significant within-study and 
between-study variance in the effect sizes. We used general 
linear hypothesis tests to determine whether the model 
implied mean effect sizes for each cell defined by the con-
trasts was significantly different from 0.

Figure 2 depicts the mean of the ingroup–outgroup effect 
sizes for targets with memberships in high status and low 
status groups, other than gender groups. As shown in the left 
side of Figure 1, the results revealed that high status perceiv-
ers evaluated outgroup targets more positively than identical 

ingroup targets, d
+
 = −0.24, χ2(1) = 13.33, p < .001, when 

person-based information was positive. This evidence of out-
group extremity is consistent with the complexity-extremity 
hypothesis. When the information was negative, the results 
revealed an ingroup–outgroup effect size equivalent to 0, d

+
 

= +0.02, χ2(1) = .05, ns. Thus, evaluative extremity toward 
the outgroup target was not observed in this case.6

Evaluative extremity toward outgroups was not predicted 
for low status perceivers, because they were expected to 
have relatively complex schemas for their high status out-
groups. As shown in the right side of Figure 1, the results 
revealed that, when person-based information was positive, 
low status perceivers evaluated ingroup targets more favor-
ably than outgroup targets, d

+
 = +0.64, χ2(1) = 13.41, p < .01. 

When the information was negative, low status perceivers 
evaluated ingroup and outgroup targets similarly, d

+
 = −0.19, 

χ2(1) = 1.06, ns.
Consistent with complexity-extremity theory, the results 

did not reveal more extreme evaluations of outgroup targets. 
But complexity-extremity theory does not predict ingroup 
polarization in the case of positively valenced targets; this 
pattern is more consistent with the theory of subjective group 
dynamics.

As noted previously, some effect sizes were associated 
with person-based information that was neutral. Complexity-
extremity theory does not make a prediction about targets 
depicted with neutral information, but extrapolating from 
studies revealing ingroup bias (e.g., Tajfel & Turner, 1986), 
evaluators might be expected to favor ingroup targets over 
outgroup targets. As shown in Figure 1, when individuating 
information was neutral, there was a trend toward ingroup 
favoritism among high status perceivers, d

+
 = +0.15, χ2(1) = 

2.87, p < .10, and although the mean effect size for low status 
perceivers was in a similar direction of favoring the high sta-
tus group, it was equivalent to 0, d

+
 = +0.06, χ2(1) = .22, ns.

Figure 3 prevents comparable mean effect sizes for gender 
groups only, the case in which Linville et al. (1989) have 
explicitly argued that there is likely to be little difference in 
the complexity of representations for ingroups and outgroups. 
Consistent with this premise, when both evaluators and tar-
gets were defined by gender, there was no evidence of out-
group polarization (i.e., all mean effect sizes equivalent to 0).

Subjective Group Dynamics Theory
As shown in Figure 4, the funnel plot for the ingroup–out-
group effect sizes used to test subjective group dynamics 
theory indicates that effect sizes associated with larger 
inverse variances tend to cluster around the center of the dis-
tribution, and the symmetrical shape of the plot suggests that 
publication bias is not a concern.

We examined the modifying influences of the valence of 
person-based information and whether the information was 
consistent with or violated group norms. Based on subjective 
group dynamics theory, we predicted that, when person-based 

Table 1. Fixed and Random Effects for Complexity-Extremity 
Theory.

Fixed effects γ SE

Intercept .04 0.05
 M–F vs. Other groups −.07 0.09
Pos vs. Neg .18* 0.06
 Pos vs. Neg × M–F vs. Other groups −.20 0.12
Valenced vs. Neutral −.01 0.08
 Valenced vs. Neutral × M–F vs. Other 

groups
−.11 0.16

High vs. Low status −.15* 0.05
 High vs. Low status × M–F vs. Other 

groups
.10 0.11

Pos vs. Neg × High vs. Low status −.59* 0.12
 Pos vs. Neg × High vs. Low status × Other 

groups
1.00* 0.23

Valenced vs. Neutral × High vs. Low status .20 0.10
 Valenced vs. Neutral × High vs. Low status 

× Other groups
−.46* 0.20

Random effects Variance

 Level 2  
  Intercept 0.09*
 Level 3
  Intercept 0.06*

Note. M–F = males and females; other groups = other high and low status 
groups; pos = positively valenced; neg = negatively valenced; high = high 
status groups; low = low status groups.
*p < .05.
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Figure 3. Mean ingroup–outgroup effect sizes moderated by perceivers’ gender status and valence of person-based information.
Note. None of the mean effect sizes are significantly different from 0. Values in parentheses indicate the number of effect sizes, k.

Figure 2. Mean ingroup–outgroup effect sizes moderated by perceivers’ group status and valence of person-based information.
Note. A negative ingroup–outgroup effect size reveals more positive evaluations of outgroup targets, and a positive effect size reveals more positive 
evaluations of ingroup targets. Values in parentheses indicate the number of effect sizes, k.
*Significantly different from 0.
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information was negative and violated group norms, perceiv-
ers would evaluate ingroup targets more negatively than out-
group targets (e.g., black sheep effect). By contrast, we 
expected that when person-based information was positive 
and violated group norms, ingroup targets would be evalu-
ated more positively than outgroup targets. In the absence of 
clearly valenced person-based information, we expected that 
ingroup targets that violated group norms would be evalu-
ated more negatively than those who did not. To test the 
hypotheses, 536 effect sizes from 136 studies were included 
in the model.

To examine the effects of valence of individuating infor-
mation, we specified Level 1 contrasts similar to the ones 
used for tests of the complexity-extremity theory (i.e., posi-
tive vs. negative and valenced vs. unvalenced contrast coef-
ficients). Also, we included contrast coefficients to examine 
whether effect sizes that were used for information that 
violated group norm (0.5) were significantly different from 
those that were norm consistent (−0.5). Finally, we included 
an interaction between the positive versus negative informa-
tion and the norm violation versus norm-consistent contrasts 
as well as an interaction between the valenced versus unva-
lenced information and the norm violation versus norm-con-
sistent contrasts.

The MLM results are presented in Table 2. The mean 
ingroup–outgroup effect size across all conditions was d

+
 = 

−0.19, t(135) = −3.71, p < .001. This finding suggests that, 
overall, perceivers evaluated outgroup targets more favor-
ably than ingroup targets, but the interactions between condi-
tions reveal that it is most important to consider the mean 
effect sizes within the various theory-relevant conditions. 
The results also showed that there were significant main 
effects of positive versus negative individuating information, 
γ

100
 = .29, t(220) = 3.21, p < .01, and of norm-violating ver-

sus norm-consistent individuating information, γ
200

 = −.47, 
t(220) = 5.16, p < .001. More importantly, the interaction 
between the two was significant, γ

400
 = .70, t(220) = 3.96, p 

< .001. Finally, whereas there was no main effect of valenced 
(negative and positive) versus unvalenced individuating 
information, there was a significant interaction between 
valenced versus unvalenced information and norm-violating 
versus norm-consistent individuating information, γ

500
 = 

−.67, t(220) = −4.04, p < .001. The random effects indicate 
that there was a significant within-study and between-study 
variance in the effect sizes.

We used general linear hypothesis tests to estimate the 
model implied mean effect sizes for each cell. As shown in 
Figure 5, when person-based information was negative and 

Figure 4. Funnel plots showing the ingroup–outgroup effect sizes as a function of the inverse of the variance for the effect sizes used to 
test subjective group dynamics theory.
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violated ingroup norms, ingroup targets were evaluated less 
favorably than outgroup targets, d

+
 = −0.61, χ2(1) = 18.11, p 

< .01. By comparison, when individuating information was 
positive, regardless of whether it violated or was consistent 
with group norms, perceivers evaluated ingroup and out-
group targets similarly, d

+
 = +0.004, χ2(1) = .007, d

+
 = 0.028, 

χ2(1) = .03, respectively, ns. The results, depicted on the far 
right side of Figure 5, show that when information was rela-
tively neutral but nevertheless violated group norms, per-
ceivers evaluated ingroup targets more negatively than 
outgroup targets (i.e., ingroup derogation), d

+
 = −0.72, χ2(1) 

= 48.08, p < .01. By contrast, when information was neutral 
and was consistent with group norms, perceivers evaluated 
ingroup targets more favorably than outgroup targets, d

+
 = 

0.20, χ2(1) = 17.94, p < .01.

Expectancy-Violation Theory
As noted previously, expectancy-violation theory predicts 
effects of information valence and whether that information 
violates stereotyped expectations for high and low status 
groups. To test this theory, we used the high status–low status 
effect sizes, which represent the difference in the evaluations 
of a high status target and a low status target. As shown in 
Figure 6, the funnel plot for the distribution of the high sta-
tus–low status effect sizes indicates that studies associated 
with larger inverse variances tend to cluster around the cen-
ter of the distribution, and the symmetrical shape of the plot 
suggests little, if any, publication bias.

The relevant moderators were valence of the person-
based information and whether this information was incon-
sistent with or consistent with stereotyped expectations for 
either the low status or high status group. Four hundred 
twenty-nine effect sizes were available from 109 studies to 
test these hypotheses.

Based on expectancy-violation theory, we hypothesized 
that targets would be evaluated more extremely when their 

information violates stereotyped expectations for their salient 
ingroups and that the information valence determines the 
direction of the evaluative extremity. That is, it was expected 
that, when the person-based information was positive and 
incongruent with the stereotyped expectations for the low 
status group, perceivers would evaluate low status targets 
more favorably than high status targets depicted with the 
same positive but congruent information. But when the posi-
tive information was incongruent with the stereotypes about 
the high status group, it was expected that high status targets 
would be evaluated more favorably than low status targets 
that had identically positive but congruent information. By 
contrast, it was expected that, when information was nega-
tive and incongruent with the stereotyped expectations for 
the low status group, low status targets would be evaluated 
more negatively than similar but congruent negative high 
status targets, but when negative information was incongru-
ent with stereotypes about the high status group, high status 
targets would be evaluated more negatively than similar but 
congruent negative low status targets. Expectancy-violation 
theory is silent with regard to instances in which person-
based information is relatively neutral. Nevertheless, we 
expected that perceivers would be less favorable toward tar-
gets that behaved in ways that violated stereotyped expecta-
tions (Figure 7).

To examine the effects of the valence of individuating 
information, we specified Level 1 contrasts similar to the 
ones used in the previous analyses. We also included contrast 
coefficients to examine whether effect sizes that were used 
for individuating information that was incongruent with the 
low status group (0.5) were significantly different from those 
that were incongruent with the high status group (−0.5). 
Finally, we included an interaction between the positive–
negative contrasts and the incongruency contrasts as well as 
an interaction between the valenced versus unvalenced infor-
mation and the incongruency contrasts. Results of the MLM 
are presented in Table 3.

The results indicated that the mean effect size (−0.07) 
across all conditions was significantly different from 0, 
t(108) = −2.01, p < .05. This small, but reliable, effect size 
suggests that, overall, perceivers evaluated low status targets 
more positively than high status targets, but the significant 
interactions among the theoretical moderators suggest that it 
is important to consider the ways in which they influence the 
magnitude of the effect sizes. The results also revealed a 
main effect of positive versus negative valenced individuat-
ing information, γ

100
 = −.21, t(171) = −4.36, p < .001, and a 

main effect of valenced (positive and negative) versus neutral 
individuating information, γ

200
 = .16, t(171) = 2.32, p < .05. 

Effect sizes associated with information that was incongruent 
with the low status group were significantly different from 
those associated with information incongruent with the high 
status group, γ

300
 = .14, t(171) = 4.47, p < .001. Finally, there 

was a significant interaction between valenced versus unva-
lenced and the incongruence of individuating information, 

Table 2. Fixed and Random Effects for Subjective Group 
Dynamics Theory.

Fixed effect γ SE

Intercept −.19* 0.05
Pos vs. Neg .29* 0.09
Norm vio vs. Cons −.47* 0.09
Val vs. Unv −.09 0.09
Pos vs. Neg × Norm vio vs. Cons .70* 0.18
Val vs. Unv × Norm vio vs. Cons −.67* 0.17

Random effect Variance

 Level 1 intercept 0.05*
 Level 2 intercept 0.11*

Note. Pos = positive valence; neg = negative valence; norm vio = norm 
violation; norm cons = norm consistent; val = valenced; neut = neutral.
*p < .05.
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Figure 6. Funnel plots showing the high status–low status effect sizes as a function of the inverse of the variance for the effect sizes 
used to test expectancy-violation theory.

Figure 5. Mean ingroup–outgroup effect sizes moderated by valence of person-based information and whether the information violated 
or was consistent with group norms.
Note. A negative ingroup–outgroup effect size reveals more positive evaluations of outgroup targets, and a positive effect size reveals more positive 
evaluations of ingroup targets. Values in parentheses indicate the number of effect sizes, k.
*Significantly different from 0.
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γ
500

 = .21, t(171) = 3.68, p < .001. The random effects indi-
cate that there was a significant within-study and between-
study variance in the effect sizes.

The model implied effect sizes associated with the high 
status–low status effect sizes are depicted in Figure 4. For the 

high status–low status effect sizes, a negative sign (e.g., 
−0.25) indicates more favorable evaluations of low status 
targets and a positive sign (e.g., +0.25) indicates more favor-
able evaluations of high status targets. As shown in the left 
side of the figure, when person-based information was posi-
tive and incongruent with the low status group, low status 
targets were evaluated more favorably than high status tar-
gets, d

+
 = −0.17, χ2(1) = 13.20, p < .01. This is consistent 

with the predictions of the theory. Contrary to the predic-
tions, however, when information was positive and incon-
gruent with the high status group, perceivers also evaluated 
low status targets more favorably than high status targets, d

+
 

= −0.30, χ2(1) = 26.20, p ≤ .01.
As shown in the middle bars of Figure 4, when person-

based information was negative perceivers evaluated high 
status and low status targets similarly, regardless of whether 
the information was incongruent with the low status group, 
d

+
 = −0.04, χ2(1) = .42, ns, or incongruent with the high sta-

tus group, d
+
 = −0.02, χ2(1) = .03, ns.

Finally, when neutral person-based information was incon-
gruent with the low status group, perceivers evaluated low sta-
tus targets more negatively than high status targets, d

+
 = 0.17, 

χ2(1) = 5.05, p < .05. Conversely, when information was neu-
tral and incongruent with the high status group, perceivers 

Figure 7. Mean high status–low status effect sizes moderated by valence of person-based information and whether the information was 
incongruent with either the high status group or the low status group.
Note. The high status–low status effect size is representative of evaluations of low status targets subtracted from evaluations of high status targets. A 
negative value reveals more positive evaluations of low status targets, and a positive value reveals more positive evaluations of high status target. Values 
within parentheses indicate the number of effect sizes, k.
*Significantly different from 0. +Different from 0, p = .06.

Table 3. Fixed and Random Effects for Expectancy-Violation 
Theory.

Fixed effects γ SE

Intercept −.08* 0.04
Pos vs. Neg −.21* 0.05
Val vs. Neut .16* 0.07
Incong low vs. Incong high .14* 0.03
Pos vs. Neg × Incong low vs. Incong high .11 0.11
Val vs. Neut × Incong low vs. Incong high .21* 0.06

Random effects Variance

 Level 1 intercept 0.05*
 Level 2 intercept 0.08*

Note. Pos = positive valence; neg = negative valence; val = valenced; 
neut = neutral; incong low = incongruent with low status; incong high = 
incongruent with high status.
*p < .05.
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tended to evaluate high status targets more negatively than 
low status targets, d

+
 = −0.11, χ2(1) = 3.25, p = .06.

Discussion
Both categorical information (group-based) and individuat-
ing information (person-based) about targets matter for 

social judgment. This is a theme in a number of models of 
impression formation, including dual-process (Brewer, 1988; 
Fiske & Neuberg, 1990) and connectionist (Kunda & 
Thagard, 1996) perspectives. But rather than highlighting 
when each component may dominate impressions, the cur-
rent meta-analytic findings point to a variety of factors that 
affect whether group-based information interacts with 

Table 4. Summary of Empirical Support of Complexity-Extremity, Subjective Group Dynamics, and Expectancy-Violation Theories.

Theory Empirical support Nonsupport
Findings that are irrelevant to 

theory specifics

Complexity-extremity •• Evaluative extremity for 
positive outgroup targets 
among high status perceivers, 
with low cognitive complexity 
for outgroup.

•• No evaluative extremity 
toward negative outgroup 
targets among low status 
perceivers, with high cognitive 
complexity for outgroup.a

•• No outgroup extremity, either 
in positive or in negative 
direction, among gender 
groups, with high cognitive 
complexity for outgroup.a

•• Greater outgroup polarization 
among high status perceivers, 
with low cognitive complexity 
for outgroup.

•• No outgroup polarization 
among gender groups, with 
high cognitive complexity for 
outgroup.

•• No evaluative extremity 
toward negative outgroup 
targets among high status 
perceivers, with low cognitive 
complexity for outgroup.

•• Ingroup polarization among 
low status perceivers (but not 
gender groups).

•• Ingroup favoritism toward 
neutral targets among high 
status perceivers, with 
low cognitive complexity 
for outgroups, but when 
status is defined by gender.

Subjective group dynamics •• Derogation of negative, 
norm-violating ingroup targets 
(“Black-sheep effect”).

•• Derogation toward neutral, 
norm-violating ingroup 
targets.a

•• Ingroup favoritism toward 
neutral, norm-consistent 
targets.

•• No ingroup favoritism toward 
positive pro-norm target.

•• No ingroup favoritism toward 
positive, norm-consistent 
targets (inconsistent with 
black sheep effect).

 

Expectancy-violation •• Evaluative extremity toward 
low status targets whose 
positive attributes violate 
stereotyped expectations.

•• No extremity toward 
high status targets whose 
positive attributes violate 
expectations.a

•• No evaluative extremity 
toward targets when 
individuating information was 
negative.a

•• Nonsignificant tendency to 
evaluate low status targets 
whose negative attributes 
violate expectations more 
negatively.a

•• Low status targets 
evaluated more favorably 
when information was 
neutral and congruent 
with stereotyped 
expectancies for low 
status group.a

•• High status targets 
evaluated more favorably 
when information was 
neutral and congruent 
with stereotyped 
expectancies for high 
status group.a

aFindings not previously revealed by complexity-extremity, subjective group dynamics, or expectancy-violation studies.
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person-based information to produce evaluative extremity. 
The findings suggest that, given equivalent person-based 
information, targets from different groups are not necessarily 
evaluated the same. Rather, evaluative extremity toward 
members of particular groups may result, depending on the 
cognitions, emotions, and motivations that are elicited by 
particular combinations of group-based and person-based 
information.

This meta-analysis was guided by three theoretical per-
spectives: complexity-extremity (Linville, 1982; Linville & 
Jones, 1980), subjective group dynamics (Marques et al., 
1998; Marques et al., 1988), and expectancy-violation theo-
ries (Bettencourt et al., 1997; Jussim et al., 1987). Each cov-
ers different ground regarding why and what pattern of 
evaluative extremity should be observed. Overall, the meta-
analysis showed support for many, but not all, of the theoreti-
cal predictions and uncovered new findings of theoretical 
significance that go beyond these perspectives (see Table 4).

In addition to reviewing the specific implications for 
these theories, we consider how the findings speak to several 
broad, general points about person perception and the rela-
tionship between group-based and person-based information 
in forming impressions. First, social category information 
tended to matter when target information was positive. 
Generally, both high status and low status evaluators favored 
low status targets when personal information was positive. 
Such favoritism toward low status targets who convey posi-
tive information is surprising, especially in light of the notion 
of double standards—that members of negatively stereo-
typed groups need to “work twice as hard” to be perceived as 
“half as good” (Foschi, 1998, 2000). These data suggest, 
instead, that evidence of positivity can overcome initial neg-
ative group-based expectations. Still, this pattern could be 
driven by shifting standards or by the tendency to judge 
group members on stereotyped dimensions relative to within-
group expectations (Biernat, Manis, & Nelson, 1991). With 
low expectations, targets seem “better,” especially on subjec-
tive rating scales that are typical of the studies in our meta-
analysis. Such positivity could also be driven by social 
desirability concerns, political correctness norms (Crandall 
& Eshleman, 2003), or motivations to appear unprejudiced 
(Harber, 1998; Plant & Devine, 1998). It may be particularly 
easy for perceivers to meet goals of nonprejudice when they 
are called upon to judge negatively stereotyped targets who 
have positive qualities. Additional work is needed to exam-
ine the viability of these accounts.

Next, most of our findings suggested that negative infor-
mation renders group-based information irrelevant. This 
finding is consistent with Kunda and Thagard’s (1996) sug-
gestion that diagnostic person-based information overrides 
the influence of group-based information, but our findings 
modify this claim by highlighting that diagnostic negative 
information can override the effects of group-based informa-
tion. This finding may also reflect the strong general influ-
ence of negative information on interactions, emotions, and 

events (Baumeister, Bratslavsky, Finkenauer, & Vohs, 2001). 
Notably, there was one case, however, in which negative 
person-based information did not override the effects of 
group-based information. In particular, when negative infor-
mation violated group-based norms, ingroup members were 
judged more negatively than their outgroup counterparts. In 
this case, negative information led to greater derogation of 
ingroup norm violators (i.e., black sheep).

A third general finding from the meta-analysis was 
revealed for targets that were depicted neutrally. Evaluators 
preferred persons that fit either group norms or stereotyped 
expectations. Specifically, ingroup targets depicted with neu-
tral information were judged more favorably than compara-
ble outgroup targets, but this pattern reversed to ingroup 
derogation when the neutral information violated group 
norms. And regardless of whether targets were members of 
high or low status groups, evaluators appeared to favor ste-
reotype-confirming targets in the absence of clear valence of 
person-based information. These findings suggest a general 
preference for the expected (Olson et al., 1996). In the 
absence of clearly valenced information, favoritism toward 
group members who meet expectations may be the rule.

These general findings touch on our three guiding theo-
ries and ultimately suggest that none provides a complete 
picture of how and when group- and person-based informa-
tion combine to affect judgment. In what follows, we con-
sider specific support for each of the perspectives, before 
returning to some general conclusions.

Complexity-Extremity Theory
Supporting complexity-extremity theory, we found that high 
status perceivers evaluated positive outgroup targets more 
favorably than positive ingroup targets. These more positive 
evaluations of outgroup targets were found only for high sta-
tus evaluators who were expected to have less complex cog-
nitive schemas for their outgroups. Contrary to the theory, 
negative outgroup targets were not evaluated more nega-
tively than otherwise identical ingroup targets. In their origi-
nal research, Linville (1982, Study 2) and Linville and Jones 
(1980, Study 2) also found that negatively valenced outgroup 
targets were judged only marginally more negatively than 
comparable ingroup targets. Outgroup polarization seems to 
be largely one sided, occurring when person-based informa-
tion is positive.

Also, the meta-analysis revealed several findings not pre-
viously shown in the literature but that are consistent with 
the complexity-extremity perspective. When evaluators were 
expected to have relatively complex cognitive schemas for 
their outgroups (when groups were based on gender, or when 
evaluators were members of low status groups), there was no 
evidence of evaluative extremity toward either positively or 
negatively depicted outgroup targets. Although suggested by 
Linville et al. (1996), this finding provides the first clear 
demonstration that complex cognitive representations of 
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outgroups moderate the polarization of positively valenced 
outgroup targets. This pattern also qualifies those of 
Finkelstein et al. (1995), who reported that high status evalu-
ators express more ingroup bias than low status evaluators. 
Our findings suggest that this is true only when high status 
evaluators have relatively simple cognitive representations 
of their lower status outgroups.

In addition, when person-based information was rela-
tively neutral, high status perceivers tended to evaluate 
ingroup targets more positively than outgroup targets (i.e., 
ingroup bias), but only when these high status perceivers 
were expected to have limited cognitive complexity for their 
outgroups. Evidence of ingroup bias is certainly not new to 
the literature, but these findings provide the first suggestion 
that, when person-based information is neutral, less cogni-
tive complexity about the outgroup may facilitate ingroup 
bias and more cognitive complexity may reduce it.

Subjective Group Dynamics Theory
Supporting the subjective group dynamics model, we found 
that ingroup targets were evaluated more negatively than 
similarly depicted outgroup targets when person-based infor-
mation was negative and norm violating. Contrary to the pre-
dictions, however, perceivers did not evaluate ingroup targets 
more positively than outgroup targets when person-based 
information was positive and norm violating. Also, in the 
absence of norm violation, ingroup and outgroup targets 
were judged similarly whether person-based information 
was positive or negative.

The meta-analysis revealed a pattern of findings that, 
although consistent with subjective group dynamics, had not 
been revealed in tests of the model. Specifically, when per-
son-based information was neutral and norm violating, 
ingroup targets were evaluated more negatively than out-
group targets. This finding suggests that relatively neutral 
behaviors that violate norms may be perceived as negative 
by ingroup evaluators. Overall, the meta-analytic findings 
suggest that group-based motives are relevant to evaluation, 
and that most norm-violating behaviors engender negative 
evaluations of ingroup members. These findings illustrate 
the strong pressure group members likely feel to comply 
with ingroup norms (e.g., Festinger & Thibaut, 1951; 
Schachter, 1951).

Expectancy-Violation Theory
The pattern of mean effect sizes showed only minimal sup-
port for expectancy-violation theory. Consistent with the 
theory, low status targets were evaluated more favorably 
when the individuating information was positive and incon-
gruent with stereotypes for their group, but it was also the 
case that low status targets were evaluated more favorably 
when the positive information was incongruent with stereo-
types for the high status group. Said in another way, the latter 

finding suggests that perceivers favor low status targets when 
positive individuating information confirms stereotypes 
about the low status group. Also, the findings failed to show 
that negative stereotype incongruency differentially affected 
evaluations of low status and high status targets. Instead, the 
findings suggested that the negative individuating informa-
tion overrode any effects of stereotype incongruency. Lack 
of support for expectancy violation, in this meta-analysis, 
may reflect the fact that most of the targets were depicted as 
merely incongruent with stereotypes. To observe evaluative 
extremity toward low and high status targets, it may be nec-
essary that individuating information clearly violates 
stereotypes.

A final novel finding of the meta-analyses was that, when 
person-based information was neutral and incongruent with 
stereotypes, targets were evaluated more negatively. That is, 
perceivers evaluated both low status and high status targets 
more negatively when they were depicted in ways that were 
incongruent with stereotyped expectancies. This pair of find-
ings is consistent with theorizing that expectancy violations, 
in general, should engender negative affect (Olson et al., 
1996), and suggest that perceivers, may in some instances, 
prefer stereotype-consistent targets.

Limitations
Our meta-analysis included studies that were derived from a 
large variety of theoretical perspectives. As such, the vast 
majority of eligible studies were not designed to test the 
three theoretical models that were our focus. This approach 
is a plus for generalizability and avoidance of bias intro-
duced by lab-specific effects, but it may be less than ideal for 
specifically testing the three theoretical hypotheses. 
Nevertheless, by summarizing a large number of studies, the 
meta-analytic investigation had the capacity to provide an 
understanding of when evaluative extremity is most likely 
and under which circumstances.

Another methodological limitation of the meta-analysis is 
that we were unable to test the influence of the proposed 
mediators (i.e., cognitive complexity, social identity motives, 
expectancy violation). Only a small handful of studies have 
measured these mediators, making it impossible to meta-
analytically test them. Although some meta-analysts ask 
judges to render their perceptions about theoretical variables 
of this sort, this methodology would have been difficult for 
our purposes (e.g., it would have been difficult for judges to 
accurately determine the cognitive complexity or social 
motivation of participants).

Finally, too few studies in our meta-analysis included 
manipulations of other moderators (e.g., cognitive busyness, 
power, accountability, accuracy, mood, interdependence, 
type of judgment scale, etc.) that have been demonstrated to 
influence evaluations. Thus, we were unable to test the ways 
in which these variables interacted with the moderators rel-
evant to our theoretical perspectives (e.g., valence, group 
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membership, status). Integrating such motivational and cog-
nitive moderators with the markers of evaluative extremity 
could prove useful providing a more full picture of when 
judgments are biased by group-based information.

Conclusion
Social judgment is a part of everyday life, and as such, it is 
important to understand whether and how social category 
information interacts with individuating information to 
influence judgment. The current meta-analytic findings sug-
gest that group-based information can bias judgment, in 
either evaluative direction, depending on information 
valence, ingroup/outgroup status, norm violation, and ste-
reotypes. These outcomes have implications for a variety of 
settings in which evaluations are made about people, includ-
ing informal judgments in everyday encounters with others 
as well as formal evaluations in the school or the workplace. 
The meta-analytic findings point to the likely reality that, all 
else being equal, people from different groups are not neces-
sarily evaluated equally. Based on the cognitions, affect, and 
motivations elicited by a particular combination of group-
based and person-based information, evaluative extremity 
may result.

Our findings suggest that positive information can be par-
ticularly beneficial to low status, outgroup, and negatively 
stereotyped targets. Whether this positive evaluative extrem-
ity is genuine, driven by the use of low standards, or a by-
product of concerns about appearing prejudiced (e.g., Harber, 
1998) is unclear. But negative group-based expectations, 
which are then violated by positive information, seem to be 
at the heart of this pattern. We also found that negative infor-
mation generally overrode the influence of group-based 
effects, except when ingroup members violated group-based 
norms. Neutral information generally prompted positivity 
toward the expected: stereotype-confirming targets and 
ingroup norm supporters.

What do these findings mean for our three theoretical per-
spectives? We suggest that all of these models have value, 
but none provide a full account of when and why evaluative 
extremity occurs. Ingroup status, valence of individuating 
information, group expectancies, and group norms all matter 
for social judgment, though they interact in complex ways, 
and undoubtedly in combination with variables outside the 
purview of our meta-analysis. Rather than dismiss the mod-
els for their shortcomings and offer a new alternative model, 
we suggest that future researchers consider the moderators 
identified here, plan research that includes the “small k” con-
ditions identified in our meta-analysis, and incorporate mea-
sures of potential mediating mechanisms, including cognitive 
complexity, group-protective motives, and perceived expec-
tancy violation. Expanding our knowledgebase in these ways 
will help the field move toward a fuller, more nuanced under-
standing of social judgment.
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Notes
1. One additional model, ambivalence-amplification theory, 

also predicts outgroup polarization but offers a motivational 
rather than cognitive explanation for these effects. This model 
suggests that perceivers generally have ambivalent feelings 
toward members of stigmatized groups, which derive, in turn, 
from the combination of “sympathy for the underdog” and 
hostility regarding the perceived deviation from dominant 
society’s norms and values (Katz, 1981; Katz & Hass, 1988; 
Katz, Wackenhut, & Hass, 1986; Katz, Glass, & Cohen, 1973). 
Ambivalence is a tension state that can be reduced by amplify-
ing responses to individual members of stigmatized groups; 
the direction of the amplification is cued by the valence of the 
individuating information. We do not focus on this model here 
because of the difficulty of ascertaining whether ambivalence 
characterizes attitudes toward the variety of outgroups used in 
the research in this meta-analysis. Still, patterns of outgroup 
polarization may be viewed as consistent with this model.

2. An ideal meta-analytic test of complexity-extremity predic-
tions would involve within-subjects study designs that include 
categorical and person-based information, measure cogni-
tive complexity, and test the association between judgmental 
polarization and cognitive complexity. Unfortunately, very 
few studies using within-subjects designs have measured the 
cognitive complexity of the evaluators. For this reason, we 
were unable to test the specific mediating mechanism of cog-
nitive complexity in this meta-analysis, though we did make 
assumptions about whether or not evaluators were likely to 
have complex representations of outgroups. Similar assump-
tions guided analyses of the subjective group dynamics and 
expectancy-violation models.

3. We also coded for several methodological features of the stud-
ies. Some of these codes might be interpreted as representing 
varying degrees of the salience of group-based or person-based 
information. We coded if the cover story and materials were 
hypothetical, used deception (i.e., made the targets seem real), 
or involved real targets. Also, we coded the medium in which 
the stimuli were presented (i.e., on paper, audiovisual, or in 
person), the type of stimuli (scenario, application materials, 
other detailed materials, or interaction of some type), and age 
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of the participants (grade/high school students, college stu-
dents, older adults/community). For both the ingroup–outgroup 
and high status–low status effect sizes, these methodological 
variables had no significant effect with only two exceptions. 
For the ingroup/outgroup effect sizes, only, college students 
tended to express more favorable attitudes toward outgroup 
targets, and for the high status–low status effect sizes, only, 
high status targets were evaluated more favorably than low 
status targets when targets were seemingly real, via deception, 
or were actually real, compared with when targets were merely 
hypothetical. It was impossible to test these methodological 
variables along with the theoretical moderators (e.g., valence, 
stereotype congruency, evaluator status) because of low num-
bers of studies (k) or no studies available in some of the result-
ing cells in the analysis.

4. For each effect size (d
i
), an estimate of the mean effect size 

with d
i
 excluded (d

+(i)
) was calculated using a random effects 

model method of estimation separately by type of effect size 
and between-subjects versus within-subjects studies. A random 
effects model was used as it incorporates estimates of variance 
randomly distributed across studies in addition to the within-
study sampling variance; note that this was the only population 
effect size calculation for which the mixed-effects model was 
not used. A residual, d

+(i)
 − d

i
, was calculated for each effect 

size. Because d
+(i)

 is independent of d
i
, we can use this residual 

to examine the extent to which a particular effect size deviates 
from the independent estimate of the population effect size 
without that effect size, d

i
, influencing the population effect 

size. It follows that the effect sizes that were furthest from the 
mean (i.e., the outliers) would have the largest residual. The 
residuals were standardized and we defined conservatively 
outliers as those effect sizes with a standardized residual that 
was greater than 3.5 SD above or below d

+(i)
.

5. Note that, whereas Kalaian and Raudenbush (1996) used two-
level models to model their effect sizes, we have chosen to 
organize our effect sizes with three-level models. To illustrate 
the complexities that lead to the three-level conceptualization, 
we examine Study 1 from Linville and Jones’s (1980) report: 
“Polarized appraisals of out-group members.” In this study, the 
researchers examined the effects of person-based information 
on positively valenced evaluations (ability, motivation, active-
ness, and liking) of law school applicants in a 2 (Gender) by 2 
(Race: Black or White) between-subjects design. Using these 
data, we were able to calculate effect sizes that were charac-
terized by the valence of the individuating information (posi-
tively valenced), their congruence with the high (White and/
or male) or low (Black or female) status group in the context 
of the study, and group membership of the person making the 
evaluation (high or low status group member). The character-
ization of these effect sizes is nested within evaluations (i.e., 
ability, motivation, etc.) that are selected from a “universe” of 
positively valenced evaluative measures, and simultaneously 
nested within between-group comparisons (male vs. female; 
Black vs. White) selected from a “universe” of group com-
parisons (e.g., mentally ill vs. mentally healthy, heterosexual 
vs. homosexual, etc.). Finally, the choices for evaluations and 
comparisons are nested within each study. Note that the choice 
of a three-level model required the use of full-level maximum-
likelihood estimation in which both the variance components 
and fixed effects coefficients are estimated by means of maxi-
mum likelihood.

6. To capture the degree of evaluative polarization, we calculated 
a supplemental effect size that compared positive person-
based information with negative person-based information 
(i.e., positive–negative), while holding the target’s category 
constant. A larger positive–negative effect size reveals greater 
evaluative polarization. At the effect size level (Level 1), we 
specified contrasts to indicate whether the target was from a 
high (0.5) or low (−0.5) status group, and separate contrasts 
to indicate whether the evaluator was from a high (0.5) or 
low (−0.5) status group. We also included the interaction 
between the two. Finally, at the within-study level (Level 2), 
we included the contrasts to examine whether the comparison 
was between males and females or other groups as moderators 
of the Level 1 effects. The mean positive–negative effect size 
(1.68) across all conditions was significant, t(41) = 7.15, p < 
.001. There was a significant main effect of target group status 
on the effect size, γ

100
 = −.36, t(64) = −4.65, p < .001, which 

was qualified by whether the groups being compared were 
male–female or not, γ

110
 = .33, t(64) = 2.14, p < .05. There 

was a significant main effect of evaluator group status on the 
effect size, γ

200
 = −.27, t(64) = −2.97, p < .01. Finally, there 

was a significant target by evaluator group status interaction, 
γ

300
 = .33, t(64) = 2.08, p < .05. Random effects indicated that 

there remained significant within-study and between-study 
variance in the effect sizes. Somewhat consistent with com-
plexity-extremity theory, for high status evaluators (i.e., not 
gender groups), the magnitude of the positive–negative effect 
size revealed polarization for outgroup targets, d

+
 = 1.87, χ2(1) 

= 39.68, p < .01. Although, the positive–negative effect size 
for ingroup targets was relatively large, d

+
 = 1.58, χ2(1) = 

20.91, p < .01. Consistent with the theory, outgroup polariza-
tion was not revealed for low status perceivers. But somewhat 
unexpectedly, a pattern of ingroup polarization emerged: The 
positive–negative effect size was larger for ingroup targets,  
d

+
 = 2.33, χ2(1) = 60.32, p < .01, than that for outgroup tar-

gets, d
+
 = 1.56, χ2(1) = 54.83, p < .01. For male and female 

evaluators, judging gender ingroup and outgroup targets, the 
positive–negative effect sizes merely reflected that, regardless 
of the type of target, positively depicted targets were judged 
more favorably.
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